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1. INTRODUCTION and 3. Implementation complexity and performance will be
evaluated in section 4. Conclusions are included in the last

Smart antenna designs have emerged in recent years. The§ection.

are applied with the main objective of combating the effects

of multipath fading on the desired signal and suppressing 2. SPACE-DIVISION-MULTIPLE-ACCESS (SDMA)

interfering signals, thereby increasing both the perforoea

and capacity of wireless systems. The more known applica-A Space-Division-Multiple-Access (SDMA) uplink trans-

tions of smart antenna are beamforming arrangements anghission scenario, where each of thesimultaneous users

spatial diversity systems. A third application of smart an- is equipped with a single transmission antenna, while the

tennas is Space Division Multiple Access (SDMA)[1]. receiver capitalizes on B-element antenna front-end is il-
Space-Division-Multiple-Access (SDMA) communica- lustrated in Figure 1.

tion systems have recently drawn wide interests. In these  The vector complex signals|n, k], received by the P-

systems the. different users transmitted signals are sep- element antenna array in tihe— ¢th subcarrier of the n-th

arated at the base-station (BS) with the aid of their unique, OFDM symbol is constituted by the superposition of the in-

user-specific spatial signature, which is constituted byth ~ dependently faded signals associated withithesers shar-

element vector of channel transfer factors between thesusering the same space-frequency resource. The received signal

single transmit antenna and the P different receiver aatenn was corrupted by the Gaussian noise at the array elements

elements at the BS, upon assuming flat-fading channel con{the indicesn, k] have been omitted for notational conve-

ditions such as in each of the OFDM subcatrriers. In simple nience). This signal can be written as

conceptual terms, it is possible to argue that the spatial si

nature generated by the channel over the transmitted signal x=Hs+n (1)
acts like CDMA spreading code in a conventional CDMA ) _ )
system. wherex = [x1,X2,...,Xp]| IS the received signals vector,
— 1 .2 Lj ; i i
Multiuser detection techniques known from Code-Divisiofi- = [S'+5™: -8 is the transmitted signals vector and

Multiple-Access (CDMA) can be applied in SDMA-OFDM is the array noise vector. The frequency domain channel
transfer factor matribH is constituted by the set of channel

transceivers. Some of these techniques are the Least&aquar L .
(LS), Minimum Mean-Square Error (MMSE) , Successive transfer factor vectorBl" with [ = 1, ..., L of the L users:
Interference Cancellation (SIC), Parallel InterfereneeC
cellation (PIC) and Maximum Likelihood (ML) detection

[2]. ) . o each of which hosts the frequency domain channel trans-
Multiuser detection methods can be classified in two fer factors between the single transmitter antenna agsokcia

classes Of-linear and n-On-linear detection tEChnique@.dn t with a particu|ar uset and the reception antenna elements
group of linear detection methods appear LS and MMSE , — 1 .. p:

detection, in which no a priori knowledge of the remaining

H=[H'H? .. .  H (2)

users transmitted symbols is required for the detection of a H'=[H] H), . .. HL (3)
specific user. In the case of SIC, PIC and ML detection,
non-linear methods, a priori knowledge is involved, which with le{1, ..., L}.

must be provided by the non-linear classification operation  For detection techniques analysis will be assumed that
involved in the demodulation process. In this paper a de-the complex data signal transmitted by thé— th user has
scription of SDMA-OFDM is introduced in section 2, lin-  zero-mean and a variance@f. The AWGN noise process
ear and non-linear technigues will be developed in section 2n,, at any antenna array elemegnexhibits also zero-mean
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ance is given by|"? = wHRL .w®) whereRY

_ _ SE. 0c2HOHOWH js the autocorrelation matrix of the in-
Fig. 1. SDMA MIMO channel scenario il .
terfering user signals.

Finally, the last term
and a variance of2. The frequency domain channel trans-

fer factorsH}, of the different array elemengsor usersl gy = wHp (8)
are independent, stationary, complex Gaussian distdbute _ . 09
processes with zero-mean and unit variance. is related to the AWGN which varianced§’” = wVHR),  w(®
whereR, n = 021 is the diagonal noise autocorrelation
3. LINEAR DETECTION TECHNIQUES matrix .

The undesired signals auto-correlation matrix is related

The employment of linear detector is motivated by the ob- to the sum (l)f the re3|dlua| interference plus the AWGN ex-
servation that in the context of the optimum Maximum Like- Pressed aR; ;,n = Ry 1 + Ran. _
lihood detector to be discussed in next section a poteptiall ~ Three different performance measures can be defined on
excessive complexity of ML detector. the basis of the desired signals variamé@Q, the interfer-

In a Iinegr detect(_)r the di_f'ferent ysers trans.mitted Sig- |ng signa|s \/ariance}l)2 and the noise Variane%/_ These
n_als are e_stlmated with the aid of a linear combiner. Thesemeasures can be employed for characterizing the quality of
signal estimates would then be demodulated separately fokhe |inear combiners output signal. These are the Signal-

each of thel. users upon neglecting the residual interference to-Interference plus- Noise Ratio (SINR) at the combiners
caused by the remaining users in a specific users combinepytput, defined as

output signal.

An estimates of the vector of transmitted signaisof O 0(31)2
the L simultaneous users is generated by linearly combin- SINRY = —g55—— 9)
ing the signals received by the different receiver antenna o TOoN

elements with the aid of the weight mati¥, resulting in: the Signal-to-Interference Ratio (SIR), defined as

5=WwWHx (4) » 02
 _9s
using previous equation, and considering theser’s asso- SIR™ = Uy)z (10)

ciated vector component
and the Signal-to-Noise Ratio (SNR) given by

3 = wi)Hx
— wH(Hs ¢ n) (2
w s+n 1 _ 9%s
SNRWY = 3 (11)

L
= wHHlg! 4 wOH Z His' + wlHp (5)

iz 3.1. Least-SquaresError detector
The Least-Squares (LS) error or Zero-Forcing (ZF) com-
biner attempts to recover the vectdn, k| of signals trans-
mitted by theL different users in thé& — ¢h subcarrier of
then — th OFDM symbol period, regardless of the signal
quality quantified in terms of the SNR at the reception an-
5 = wHH!! (6) tennas.

Assuming perfect knowledge of the channel transfer fac-
denotes the desired users associated contribution which va tor matrix H an estimaté& of the vector of signals received
ance is given by (> = wHR! qw® whereR! 5 = by the P different antenna elements in a specific subcarrier

where the weight vectowV) is the! — th column of
the weight matrixW. We observe from Equation 5 that
the combiners output signal is constituted by three adaslitiv
components. The first term



is given byz = Hs. The estimation error in the received The vectorAs of the L simultaneous users’ estimation er-

signal’'s domain can be expressed as rors evaluated in the transmitted signals’ domain can be de-
fined as
AT = -7 R R
- +_Hs As = s-—35
= s— (WHy)

The squared error is given as . ) , . ]
The estimation error's auto-correlation matiaz is

zHz — 2R prs) + 89 Qrss  (12) Ras = E{AsAsH)}

H H H
whereprs = HYx is the cross-correlation vector and P-R;W - W' R: + Wi R.W (14)

Qus = H"H is the auto-correlation matrix. whereR, is the cross-correlation matrix of the received
In order to determine the desired vector representing theand transmitted signals

estimated transmitted signals of theisers is obtained min-

imizing the squared error. In the optimum point of opera- R. = E{xs"}

tion, associated with the weight matrix having the optimum - HP (15)

weights, the conjugate gradieffﬁ%H2 is equal to zero. Af-

ter some mathematical manipulations we obtain The matrixP is the diagonal matrix of the different

users’ associated transmit powers or signal variancesngiv

~ . _ O-1 by P = Diag(c?,02,...,02).
sLs = QrgPLs . 1,925 9L . . .
LS R. is the auto-correlation matrix of the received signals
Substituting the values of the auto-correlation and cross- R. — BEf{xd)
correlation matrix, the vector LS of estimated transmitted a = XXH )
signals of the L simultaneous users can be written as = HPH" +o1
L
s1s = Prsx = Z oPHHVH 4 521

=1
where the projection matrix PLSRys = (HHEH) " 1HHY, ) )
More specifically, the matrirg projects the vector: of The sum of the auto-correlation matrices s, R..r and
the P different antenna elements’ received signals onto the e, coOnstitutes the auto-correlation matfix,.

column space of the channel matEk

1 1
The average estimation Mean-Squared error(MSE) eval- Ra =Ras+ Rarnin (16)
uated in the transmitted signal domain is given by Determining the weight matrix on the basis of evaluat-
1 ing the gradient of the total-mean square estimation error
MSErs = ZTTaC@(RAgLS) E{||A5]|*} with respect to the different users total mean-
1 square estimation error results in the standard form of the
= —o’Trace(HPH) 1) MMSE combiner, which is related to the right-inverse of

L" ;
the channel matrix H.

Thel — th user’s associated minimum MSE is givenas ~ 1he total-mean square estimation error is given by
the! — th diagonal element of the matrR a3, ¢

E{|A3°} = Trace(Ras)
l H 1 _ _ H B
MSE(L)S = aiwi)s wi)s imce(P)H ﬁace,I(\i{C W) g
= o2((HFH) 1)y (13) —  Trace(WHR,) + Trace(WHR, W)
17)
3:2. Minimum Mean-Squares Error detector The matrix W of the optimum weigths can be deter-

In contrast to the LS combiner, the Minimum Mean-Square Mined minimizinge{|| A5]|*}. Applying derivates and math-
Error (MMSE) detectors associated MMSE combiner ex- €matical manipulations, the optimum weights are
ploits the available statistical knowledge concerningsiige
nals transmitted by the different users, as well as thataéla W - R-'R
to the AWGN at the receiver antenna elements. MMSE T e e

The cost-function employed directly reflects the quality = (HPH" +o3I)" "HP
of the combiner weights in the transmitted signals’ domain. = (HPsnrHY + 021) 'HPgnr(18)



wherePsnr is the diagonal matrix of the different users’
associated SNRs at the receiver antennas
Psnr = Diag(SNR®), SNR(®, ... SNR®)inwhich
thel — th user SNR is given bg NR() = (%2,

The autocorrelation matrix of the estimation error as-
sociated with the different users’s transmitted signalxis e
pressed aRAgMMSE =P - REIWMMSE

The average estimation Mean-Squared error(MSE) eval-
uated in the transmitted signal domain is given by

MSEvysE

1
ZTrace(RAgMMSE)

(19)

Thel — th user’s associated minimum MSE is given as
thel — th diagonal element of the matrR az; ¢

MSEJ(\?MSE 012(1
012(1

HVHR_THVs2)

1
H(I)Hwi/EMSE)

(20)

3.3. Minimum Variance (MV) Combining

In LS combiners philosophy was to fully recover the orig-
inal signal transmitted without relying on any information
concerning the AWGN process, which corrupts the signal
received by the different antenna elements. By contrast, th
philosophy of the MMSE combiner was to strike a balance
between the recovery of the signals transmitted and the sup
pression of the AWGN.

An attractive compromise is constituted by the MV ap-
proach, which aims for recovering the original signalsgran
mitted while ensuring a partial suppression of the AWGN
based on the knowledge of its statistics. In other words, the
| —th users associated weight vectof) has to be adjusted
such, that its transfer factor assumes a specific predefine
value ofg = wWH H®),

Usually the MV combiner is derived by minimizing a
Lagrangian cost-function, which incorporates both a con-
straint on the desired users effective transfer factor,ab w

as the undesired signals variance. However the different
combiners associated weight vectors, namely those of the

MMSE, MV and Maximum SINR combiners, differ only

by a scalar multiplier. Hence, the MV-related weight vector
w%}v of thel — th user can be directly inferred from the
MMSE-related weight vectowEéI)MSE by simple normal-
ization according to

g
(HH
WrrMSE

o _

(1)
Wyry =

MMSE (21)

Hl

4. NON-LINEAR DETECTION

In linear detection, the strategy is first to provide linesy e
timates of the different users transmitted signals and then

perform the non-linear classification- or demodulationsep
arately for each user. This philosophy was based on the as-
sumption that the different users associated linear coenbin
output signals are corrupted only by the residual AWGN. In
fact the linear combiners output signals also contain tedid
interference, which is not Gaussian distributed and hence
represents an important source of further information.

Instead of sequentially performing the operations of lin-
ear combining and classification or demodulation as in the
linear detectors , a more effective strategy is to embed the
demodulation into the process of linear combining, which
is known from the family of classic channel equalizers as
decision-feedback. As a result, the residual multi-userin
ference observed at the classifiers inputs is reduced. Kence
the classifiers accuracy due to neglecting the residuatinte
ference is less impaired.

Two of the most prominent multi-user detection tech-
niques known from CDMA communications, which incor-
porate these ideas are the SIC and PIC detection techniques.
These techniques are also applicable in the context of com-
municating over flat-fading channels as observed for exam-
ple on an OFDM subcarrier basis.

4.1. SIC Detection

The philosophy of the Successive Interference Cancetiatio
(SIC) assisted detector is motivated by two observations.
First of all, we note that for a specific sub-carrier the MSE

and SINR at the output of the LS or MMSE combiner might
substantially differ for the different users, dependinglozir
spatial signatures. Secondly, upon increasing the MIMO
systems diversity order the MSE performance of the LS
or MMSE combiner and correspondingly the systems BER
performance is improved as a consequence of assigning a

éﬂgher grade of diversity to mitigate the effects of fading.

Hence, an attractive strategy, which has recently drawn
wide interests is to detect only the specific user having the
highest SINR, SIR or SNR in each iteration at the output
of the LS or MMSE combiner. Having detected this users
signal, the corresponding remodulated signal is subtiacte
om the composite signal received by the different antenna
elements. Furthermore, the channel transfer factor matrix
and the SNR matrix formulated in the context of the MMSE
combiner and its left-inverse related form are updated ac-
cordingly.

In Figure 4 the SIC detector block diagram is shown.
During the first iteration the signals,, withp = 1,..., P
received by the different antenna elements are directly fed
into the selective linear combiner, where we hale = «
at the detection stage or iterationiof= 1. The task of the
selective linear combiner is to identify the most dominant
remaining user in terms of itS/ NV R at the combiner output
from the set of L — i + 1) remaining users during the-th
detection stage and to provide its signal estinz&té)!! at
the combiner’s output. The selection of the most dominant

fr



user can be expressed as To provide an example, fa¥/ = 2 in the first detection
stage we have a total dff = 2 possible symbol decisions,
while in the second detection sta@é&’ = 4 tentative sym-
) ) bol decisions and correspondingly, in the- th detection
Under the assumption that thé —t/ user has beenfoundto  stage we encountar* possible tentative symbol decisions.
be the most dominant one among thél remaining users  associated with each tentative symbol decision there is a
a_t thez‘_ — th detection stage, the detect user’s transmitted specific updated vector of signals, generated by canceling
signal is . R the effects of the most dominaht— 7 + 1 number of users
SUIDE = () HIH [ from the P-dimensional vector of signals received byZhe
number of different antenna elements. Hence, in the fol-
lowing detection stage the MMSE combining has to be per-
formed separately for the different updated P-dimensional

1 = arg max(SNR(l)[i]) (22)

(23)

The selected’) —th user’s linear signal estimafé![")[’]
is then classified- or demodulated according to

2

_ 1 vectors of received signals. Correspondingly, the number
(DL :?fﬁ.ﬁnﬁ S~ U )] ) R (24) of parallel tentative symbol decisions to be tracked is in-
o He(;[}])m creased by the factor af/ compared to that of the cur-

. rent detection stage. This process can conveniently be por-
yielding the amplified constellation poisf'l] thatis  trayed with the aid of a tree-structure, as shown at Fig-
most likely to have been transmitted by tffé — thuser. ure 2, where M = 2 was used. Specifically, each detec-
Now the corresponding modulated signal can be regen-tion node represents an updated P-dimensional vector of
erated. The influence of thiél —th user's modulated signal  signals received by the P different antenna elements, while
is then removed from the vectof') of signals received by  the branches are associated with the various tentative sym-
the different antenna elements with the aid of the SIC mod- pg| decisions at the = 1,..., L detection stages. Note that
ule. This cancellation operation is described by the first detection node at the top of the figure is associated
with the original P-dimensional vector of signals received
by the different antenna elements. In the final detection
) _ ) stage, after the subtraction of the least dominant user’s es
The influence of theél’l — ¢h users associated channel timated P-dimensional signal contribution, a decisionmus
transfer factor vecto#/ !l') is eliminated from the auto-  pe made concerning which specific combination of L num-
correlation matrixi;, yielding the reduced-dimensional per of symbols - represented by the branches connecting the
matrix different detection nodes - has most likely been transchitte
by theL different users in the specific subcarrier considered.
A suitable criterion for performing this decision is givey b
The first iteration(i = 1) is deemed to have been com- the Euclidean distance between the original P-dimensional

pleted, when the decontaminated signal appears at the out?€Ctor of signals received by the different antenna ele-
put of the SIC stage. Hence, beginning with the second Slcments and the estimated P-_dlmenS|onaI ve_ct_or of received
iteration the selective linear combiner's input, namelg th Signals based on the tentative symbol decisions and upon
decontaminated vectaf? of signals received by the differ-  2King into account the effects of the channel.
ent antenna elements, which contains only the influence of ~ The performance improvement potentially observed for
the (L — i + 1) remaining users, is constituted by the output theé M-SIC scheme compared to the standard SIC arrange-
of the SIC module, provided that correct symbol decisions Mentis achieved at the cost of a significantly increased com-
were conducted in the previous detection stages. putational complexity. This is since the number of parallel
The role of the switches is to indicate that at the first de- tentative symbol decisions associated with a specific detec
tection stage the SIC is directly fed with the signals reegiv  tion stage is a factor of M higher than that of the previous

by the different array elements, while during the remaining detection stage, and hence in the last detection stage we po-
iterations ofi = 2, ..., L with the partially decontaminated ~tentially have to conside¥/ L number of different tentative

L1l i) gt (25)

R _, Rli+1H (26)

which new size igL[1 — 1) x (L1 —1).

composite signal of the remainitid — i + 1) users.

M-SIC The standard SIC detectors performance is im-
paired as a result of the error-propagation occurring betwe
the different consecutive detection stages. A viableegat
of reducing the error propagation effects is to track from
each detection stage not only the single most likely symbol
decision, but an increased numberidf < M. most likely
tentative symbol decisions, whehd. denotes the number
of constellation points associated with a specific modaoifati
scheme.

symbol decisions.
Partial M-SIC

A viable approach of further reducing the associated
computational complexity is motivated by the observation
that for sufficiently high SNRs the standard SIC detectors
performance is predetermined by the bit- or symbol-error
probabilities incurred during the first detection stageisTh
is, because if the most dominant users associated symbol
decision is erroneous, its effects potentially propagatdlt
other users decisions conducted in the following detection



standard SIC partial M-SIC M-SIC

AREMEAAA

Fig. 2. a) Standard SIC b) Partial M-SIC c)M-SIC

stages.

The symbol error probability specifically of the first de-
tection stage should be as low as possible, while the ten-
tative symbol decisions carried out at later detectionestag
become automatically more reliable as a result of the sys-
tems increased diversity order due to removing the previ-
ously detected users. Hence, our suggestion is to retain
M > 1 number of tentative symbol decisions at each detec-
tion node, characterized by its associated updated P-diomead
vector of received signals only up to the spedifig,;_s;c—
th stage in the detection process.

4.2. PIC Detection

PIC detector’s structure is shown in Figure 6. From the sec-
ond section, the specific structure of the vestaf signals
received by the different antenna elements can be written

x = Hs+n

L
= HOSO LY HOSD 0 (27)
=

Specifically, from the component representation given
by the last equation we observe that the array output vec-
tor x is composed of thé — th user’s signal contribution
vector and the., — 1 interfering users’ signal contribution
vectors plus the AWGN vector. Hence, if initial estimates
500 with ie{1,..., L} of the interfering users’ transmitted
signals would be available, a noisy estimate of thel —th
user’s signal contribution could be obtained upon removing
the L — 1 interfering users’ estimated signal contributions
given by HOs(® with ie{1,..., L} from the vectorz of
signals received by the different antenna elements. An esti
mates") of thel — th user’s transmitted signal could then
be inferred by linear antenna diversity combining. The PIC
detector operation can be resumed in the following explana-
tion

First-Stage- MM SE Detection

e Combining

During the first PIC iteration each user is detected by
means of the MMSE combiner.

e Classification/Demodulation

Then the linear combiner’s outputvecﬁblr] = S\ MSE
is demodulated resulting in the vectdt of symbols
that are most likely to have been transmitted bythe
different users.

1 — th Stage: PIC Detection

o Parallel Interference Cancellation

During thei — th PIC iteration where > 2 a poten-
tially improved estimatéﬁi)[C of the complex symbol
s() transmitted by thé — th user is obtained upon
subtracting in a first step the — 1 interfering users’
estimated signal contributions, from the original vec-
tor x of signals received by the different antenna ele-
ments, which can be expressed as

PIC —x_ ZH(J) (Mli-1] (28)
J#l

Combining

The final task is hence to extract an estimﬁﬂ% of
the signals() transmitted by thé — th user from the
I — th user’s PIC-related array output vecﬁ,ﬁ)[i]
This results in the weight vect@wMMSE given by

i H'

w 29
MMSE — ||H1||2 +(1/SNR® (29)

With the aid of this weight vector an estimaté/l") —

500 of thel — th user's transmitted signaf®) can

then be extracted from the vectﬁﬁ,)[[g seen at the
output of the linear MMSE combingf!li] = )l 2011

Classification/Demodulation

The above PIC and MMSE-combining steps are again
followed by the classification, demodulation stage which
obeys

S _argmin

—gramin | L@l _

(H)[Z]
H,py

(30)

where the |-th user’s effective channel transfer factor
HU)M is given byHef][c] _ (l)[t] H(l)

In other words, the cIaSS|f|cat|on/demoduIation oper-
ation delivers the symbal(l"] that is most likely to
have been transmitted by the- thuser.

Thei — th PIC iteration described above potentially
has to be performed for all the different SDMA users
namely, forl =1,...,L



5. MAXIMUM LIKELIHOOD (ML) DETECTION

Maximum Likelihood (ML) detector is optimum from a sta-
tistical point of view. An associated disadvantage is its po
tentially excessive computational complexity, which tesu
from the strategy of jointly detecting the different users.
This implies assessing th&/ possible combinations of
symbols transmitted by thg different users by evaluating
their Euclidean distance from the received signal, upon tak
ing into account the effects of the channel.

The definition of the vectar of signals received by the
P different antenna elementsss= Hs + n.

We observe that CN (Hs, R, ), namely x is a sample
of an L —dimensional multi-variate complex Gaussian dis-
tribution, having a vector of mean values givenHy and
a covariance matriR,, = oI implying that the different
noise contributions are assumed to be uncorrelated.

In simple verbal terms the ML detector finds the specific
L — dimensional vector of M, — ary symbols, which is
most likely to have been transmitted. In more formal terms
ML detection is based on the idea of maximizing the a pos-
teriori probability P(3|x, H).

This maximization procedure can be expressed as:

arg max

Smr = semr P(3[x,H) (31)

As observed in this equation, determining thid. sym-
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bol estimate requires comparing the Euclidean distance be-

tween the vectos: of signals actually received by the dif-
ferent antenna elements and the vedfoof signals, which
would be received in the absence of AWGN, for all the dif-
ferent vectors of symbol combinations contained in the set
M". The complexity associated with this evaluation might
potentially be excessive, depending on ¢ number of
vectors contained in the trial-sgf ~.

6. COMPARISON OF DIFFERENT DETECTION
TECHNIQUES

6.1. BER performance
In Figure 3 the different detectors SDMA-OFDM related

BER performance are compared for an uncoded scenario

As expected, the best performance is exhibited by the mos

complex ML detector, closely followed by the M-SIC scheme

where M = 2. By contrast, a significant BER degradation is
observed for the standard SIC scheme potentially as a re
sult of the effects of error propagation through the differe

detection stages. The second worst performance is exhib
ited by the PIC arrangement, while a further degradation by
about 1.25dB is incurred upon employing the rudimentary

Table 1. Computational Complexity of the different detec-
tion schemes

6.2. Complexity

Having compared the various detection techniques, namely
MMSE, SIC, M-SIC, PIC and ML in terms of the associated
system’s BER performance, in this section we will compare
them with respect to their computational complexity.

Table 1 shows the computational complexity of the dif-
ferent detection schemes, namely MMSE, standard SIC, M-
SIC, PIC and ML detection quantified in terms of the num-
ber of complex multiplications and addition& ¢, C¢+¢
as well as the number of real-valued comparis6fs:-#

or a scenario of. = P = 4 simultaneous users and recep-
tion antennas; specifically for M-SIC the number of tenta-

tive symbol decisions per detection node was equalte-

2, while in all scenarios\/, = 4 constellation points were

assumed, which is for example the case in conjunction with

4 — QAM modulation.
As expected, the lowest computational complexity ex-

MMSE detection. Specifically, the PIC detectors perfor- pressed in terms of the number of multiplications is exhib-
mance was impaired by the lower-power users, potentially ited by the MMSE detector, followed by PIC, standard SIC
propagating errors to those users, which benefited from aand M-SIC, while the highest complexity is exhibited by the
relatively high SNR at the first-stage combiner output. optimum ML detector.



Fig. 4. SIC detector
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8. HOMEWORK

In few words explains the advantages\éf— S 1C detection
over standard'/C detection.




