72.630 Capacity enhancement methodsfor radio interface
To bereturned before 19.02.2005

Home assignment 2

1.
Take a convolutiona code with the generator on Figure 1.
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Figure 1. Convolutional encoder.

Thefirst input bit to the encoder is 1, other input bits are cal culated from your student
number by taking modulo 2 from each individual number.

For example in case of the study number [1 2 3 4 5
123 4 5/mod2=[1 0 1 0 1

T, = [1 [student _ number|mod 2}.
The codeword contains only 12 first output bits: 6 systematic and 6 encoded bits.

xout = [xoutJJ xout,Z,l toe xout,LB xout,Z,B} '
The noise vauesin the channel are

ni:[0.13 0.31 066 —-0.61 —-0.16 0.52 —-0.28 0.16 —0.09 0.26 0.03 -—-0.10

The Signal to noise ratio is1 dB. Add the noise to the encoded signal.
Assume that we have extrinsic information for each bit in logarithmic domain is

calculated as 2 (xn — 0.5) L, The extrinsc information values are

L

extr

[10 25 5 12 18 9].

1) What is the output codeword without the noise?
2) What isthe transmitted signal power per transmitted bit if the signal power per
information bit is17?



3)
4)

5)

What is the most likely codeword after the channel?

Calculate the marginal probability for each information bit without extrinsic
information.

Calculate the marginal probability for each bit by considering aso the extrinsic
information.



