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MLSE in a single path channel

e MLSE - Maximum Likelihood Sequence Estimation

e The optimal detector is the one which selects from all possible
transmitted bit sequences the one with highest probability

e In AWGN channel the sequence probability can be calculated
as a multiplication of individual symbol probabilities

AWGN
P (Y1, Y25 s YN| X1, X2, s X)) = H p (vl x1,x2, ..., xn)
k

Single path
=" 11 p Ol
k
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MLSE in a multipath channel

e A multipath channel mixes the symbols and therefore the
probabilities of the symbols can not be calculated
independently

AWGN
P(YIJ/Z, ---;}/N‘X17X2, "'7XN) = Hp(yk‘XI,XZ, "'aXN)
k

L channel paths
= HP(Yk|Xk,Xk—1, ooy Xk—L—1)
k

e For applying MLSE we have to know how to

e create a state based model for the channel
e calculate the conditional probability for the observed symbols

Viterbi Equalizer
I—Viterbi Equalizer

State model for a multipath channel

e The observed value yy is modelled as a convolution of the

channel impulse response h, and input symbols x observed in
the noise n

y=hxx+n

e In a L tap channel: to the value of y, contribute only L
previous symbols X, Xg_1,..., Xk_1_1

e we define a state as a combination of L — 1 previous bits

Sk = [ Xk—1, Xk—25 «+vy Xk—[—1 ]

e For a noise value with mean 0 the mean value of the sample
yk is defined by f(xk, Sk, hcp) and calculated as

f(Xk,Sky hen) = h1 - X+ ho - X1+ .. hp - Xk -1
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State model for a multipath channel

e The symbols xx_1,...,xx_;_1 defining the state s can take
values from the possible symbol set
e For example for a BPSK modulation x € +1
e Since each symbol could have two possible values we have in
total 21 possible states
e At one stage the trellis will have 2=1 possible states

e The xx and the state s, and hg, define the new state sy

e The new state is combination of the new bit and L — 2
youngest bit from the state s

Sk+1 = [ Xk Xk—1 -+ Xk—(L=2) ]

= [ Xk Sk,exluding xx_;_1 ]
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Transition probabilities

e In a channel with only one path the observed value yy is a
function of only one symbol xx v, = h1 - x + n

e In a AWGN channel probability of the observed sample is

(i —=h1 %)
1 _ WDk 121<

p(yk|Xk, h1) = ——=e 2
(b ) = ——

e In a multipath channel the mean value of the observed value
Yk is computed based on the state s, and the possible new bit
Xi. The state transition probability is

1 (e (hsgethy g+ thp g 1))

p(Yk|xk; Sk, hen) = —F—=e 207
/2702
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Probabilty of a symbol sequence

e The probability of a possible transmitted symbols sequence
calculated based on the observed symbols is

P(}/1a)/27 e ,Yn|X1=X2,- . 7XN7hCh) = Hp(yk|X17X27 ce JXN7hCh)
k

= [T P il Sk hien)
K

e We can calculate it in logarithmic domain

IOg (P(Y17Y2; cee 7yn|X17X2a cee 7XN)) = Z |Og (p(yk’Xkaska hch))
k

-3 <'°g (%) g = b ’“”2)
K n n
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Calculation of the transition probabilities ...

1
e The terms lo are common for all the sequences
& \/2mo2 q
and we can drop them
e The scaling constant —ﬁ is
n
e the same for all the sequences: it scales all the sequences
e since we want to find maximum over the sequences we can

drop the scaling
e since we dropped also multiplication by —1 the maximization
becomes minimization

|Og (p(y1,y2, s 7yn‘X17X27 ce 7XN)) = Z ((yk - f(Xk7ska hch))2>
k
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MLSE

e The maximum likelihood sequence estimation (MLSE)
becomes a problem of finding the sequence with the minimum
weight as following

(P()/L}/za cee 7yn|X17X27 oo 7XN))

ma
over all the sequences of x,

min (Z (vk — f (xk, Sk, hch))2>
K

over all the sequences of xi

e Where

f (Xk» Sky heh) = h1 - Xk + ha - X1+ -+ + hp - X (1-1)
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Viterbi algorithm

e The decoder has to find the bit sequence that generates the
state sequence that is nearest to the received sequence yy
e Each transition in the trellis depends only on the starting state
and the end state
e We know what would be the output from a state (without a
noise)
e The noiseless state output gives the mean value for the
observation yi
e The noise is Gaussian and we can calculate the probability
based on the state transition (x, Sk, hcp) and the received
symbol yx

e The total probability for a state sequence is the multiplication
of all the probabilities along the path of the ‘state sequence”
in the Markov chain
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Viterbi algorithm...

e For all transitions in the trellis compute the sum of the metrix
in the initial state and in the transition

o L(sk,Sk+1) = L(sk) + L(yk|Sk, Sk—1)

e At each state select among the incoming paths the one with
the minimum metrix (the survival)

L L(Sk+1) = min L(Sk7 Sk+1)
o At each state remember the previous surviving state (in
previous stage) and the bit corresponding to the surviving path
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Example: Viterbi Algorithm
e Use a Viterbi decoder for estimating the transmitted bit
sequence when the channel is he, = 1-6(0) + 0.3 - §(1).
e The receid signal is y,ec = [1.3,0.1,1,—1.4,—0.9]

e The input is a sequence of binary bits b modulated as x
1—-10— —1.

o Estimate the most likely transmitted bit sequence
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System description

e Two path channel generates two scaled copies of the
transmitted bit sequence.

o Receiver sees sum of these copies plus noise

hl X1 X2 X3 X

+
n nNop N3 nNg ns

Yy =he*xx+n —
yi Y2 Y3 Y4 Y5
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Construction of the Markov model

e The received sample yj is a function of L transmitted symbols

e We can construct a state model where the state is defined by
L — 1 previous symbols and transition is defined by the new
incoming symbol

e [ is the length of the channel response

Viterbi Equalizer
I—Viterbi equalizer

Problem visualisation

[+ = +-]

noise
h N/ b \/
[1.3,0.1,1, —1.4, —0.9]
|
| )

1
| Yk = x4 haxe—1

System state model for the trellis middle section
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Trellis diagram construction

We aSSign costs M Stage kiinitial state, final state for each transition

Stage=1 Stage=2 Stage=3 Stage=4 Stage=5
SU H5,0,0 O
S1 O
©5.1,1
» 2 y3 Ya Y5
Transitions in different trellis sections
Beginning Middle End
S 0—1 0—13 0—0.3
0 1—1 O 1—0.7 C
0—0
s O O——O

1—1.3 1—0.3
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Transition calculation

Assign the weights for each transition
At the trellis middle section
e Normal opertional mode

At the beginning of the trellis

e Not all the channel taps are accounted
e Last taps are not assigned any symbol since the signal along
these paths have not yet arrived

At the end of the trellis

e The signal at the first taps have ended we have to account
only the signal from the last channel taps
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Example

Trellis with the weights in transitions

Stage=1 Stage=2 Stage=3 Stage=4 Stage=5
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Decoding: Stage 1

5.29 ~ 0.01 ~ 0.36 %0 O O
%0 0.09 4.41 ~ O
0.49 S1 O O
S1 U U O 0.09
0.09 7.29 1.44
1= 1.3
y3:1 ya:—14 y5s =-09
Viterbi Equalizer Viterbi Equalizer
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Decoding: Stage 2 Decoding: Stage 3
5 O O O K
5 O O O *
1.53
y3=1
So O O O %0 O
s O O O S
0.09 1.53 0.82
Yo = 0.1 y3 = 1
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Decoding: Stage 4

s O
0.82
Y4 = —1.4
4.42
50 >O "(N 4 O O
S1 - r O
7.29
0.82 8.11
Y4 = —-1.4
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Decoding: Stage 5

So
S1
8.11
Y4 = —-0.9
1.31
So O O
S1 O O
1.44
8.11 9.55
Y4 = -0.9
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Example: Finding the ML sequence

o At the final Stage =5 we have two states

So=L (1.67)
51 = L(9.55)

e Select the one with minimum value and follow back along the
remembered surving path

e The ML sequence is the bit sequence corresponding to this
path. In our exampleitis 1 0 1 0 O
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Example: Finding the ML sequence...

e The detected bit sequecne has 5 symbols the transmitted
sequence has only 4 symbols
e One additional symbol, at the end of the sequence, is due to
the convolution
e Convolution of the symbol sequence with the channel has
prolonged the sequence by L — 1 elements
e In our case L = 2, and it gives 1 additional element
e The additional symbols are the same as the last L — 1 symbols




